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The big picture: from machine to human



t-SNE makes large amounts of information human-
palatable without too much human work

t-SNE(cells)

Amir et al, Nat Biotechnology 2013



Background: the t-SNE algorithm as a 
dimension reducer



viSNE: the adaptation of t-SNE to CyTOF



There are many other dimension reduction 
tools, but t-SNE is the most accessible

Cytobank FlowJo



But what hidden information about t-SNE 
should we know for its proper use? 



Why is t-SNE popular? In part because it looks 
nice and major subsets group together

Axel Schulz, Ph.D.



Credit for the following t-SNE visualization 
slides



The goal of t-SNE is to reduce dimensions while preserving 
specific information

Low dimensional 
embedding

Higher dimensional 
space



t-SNE starts with a low-d embedding of 
randomly placed points



t-SNE makes similarity scores…like distance 
but fitted to a distribution



These similarity scores go into similarity matrices

Image source: YouTube: StatQuest with Josh Starmer: t-SNE, clearly explained



Make these similarity matrices as similar to 
each other as possible, and then you’re done

Embedding
space uses
t-distribution



Two main uses of t-SNE

• Data visualization tool
• Early phases: gain intuition about data
• Late phases: summarize statistical output

• Part of a data analysis pipeline
• Gating a t-SNE map
• Clustering a t-SNE map Example: ACCENSE

Example: Axel Schulz, AG Mei



The organization of my talk

• Part 1: Show how varying input affects t-SNE output (so you don’t 
have to)

• Part 2: Determine whether we can and/or should gate and cluster a t-
SNE map



The organization of my talk

• Part 1: Show how varying input affects t-SNE output (so you don’t 
have to)

• Part 2: Determine whether we can and/or should gate and cluster a t-
SNE map



What happens to t-SNE output when you vary 
the number of cells? 

• t-SNE is typically viewed on a sub-sampled data due to run-time 
issues
• Data: healthy human PBMCs
• Procedure: run t-SNE with subsampled cells, ranging from 100 to 

200,000. 
• Visualize as a biaxial plot colored by the kernel density estimation
• Check to make sure the major subsets are still being 

compartmentalized



Altering the number of cells affects the 
amount of embedding space
200 cells 500 cells 1000 cells 2000 cells 5000 cells

10000 cells 20000 cells 50000 cells 100000 cells 200000 cells



Global structure of t-SNE map doesn’t appear to 
be affected by embedding space compression

2k cells 20k cells 200k cells



How robust is t-SNE visually to noise? 

• Do “bad” or noisy markers mess up the output of the t-SNE map? 
• Data: healthy human PBMCs (same as before). Simplified dataset with 

6 markers. 
• Procedure: Add random unimodal noise channels to the end of the 

dataset, and visualize the t-SNE output. 
• Visualize as biaxial plot colored by Kernel Density Estimation



What adding noise to a dataset looks like

Real dimensions Noise dimension

0 0 010 10 10



The structure of the data with noisy dimensions

Cells

Real features Noise features

Run t-SNE using ALL OF THIS



Adding noise dimensions adversely affects t-SNE
+ 0 dims + 2 dims

+ 8 dims

+ 4 dims

+ 16 dims + 32 dims + 64 dims



Summary 1

• Adding more cells as input squishes the t-SNE output to the center
• Adding more cells as input maintains the shape of the islands, adds 

density details

• Adding noise dimensions adversely affects the topology of the t-SNE 
map. So choose your panels carefully. 



The organization of my talk

• Part 1: Show how varying input affects t-SNE output (so you don’t 
have to)

• Part 2: Determine whether we can and/or should gate and cluster a 
t-SNE map



Low-dimension fidelity has been only recently 
addressed for single cell data

This is based on manual gating, 
like the F1 Score for Clustering



What is still needed from Low-D fidelity 
analysis

• Manual gating-free fidelity measure
• A way to assess LOCAL fidelity rather than global fidelity
• A deep-dive into a single algorithm rather than a high-level overview 

of multiple algorithms
• A software pipeline (eg. R package) that can incorporate new 

algorithms as they come out AFTER the paper is out. 



KNN without manual gating to determine fidelity of 
lower dimensional embeddings

Find KNN for 
each cell from 

high-dim 
space

Find KNN for 
each cell from 

a 2-D 
embedding 
(eg tSNE)

Compare KNN 
identities from 

the 2-D 
embedding 

and high-dim 
space 

Repeat across a wide range of 
values for K

Bioconductor package: Sconify

KNN orig KNN low-D



Software for your KNN-based CyTOF needs



A quick review: Principal Components Analysis (PCA) vs t-SNE

t-SNE (how most people do dim reduction for CyTOF)

PCA (the old or first-pass way of dim reduction)



t-SNE preserves local structure at the expense of 
global structure
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Does t-SNE preserve some regions better 
than others (should we gate the map?) 

Is this a 
valid gate? 

Is this a 
valid gate? 



People are already gating and clustering t-SNE 
maps! Is this ok??

Accense (Petter Brodin): Clustering a t-SNE map

Michael Wong and Evan Newell: Manually gating a t-SNE map

Wong et al, 
Cell 2016

Shekar et al, 
PNAS 2014



Method: color t-SNE map by KNN fidelity for a 
given set of values K

●
●
●
●
●
●
●
●
●
●
●

●

●

●

●

●

●

●
●
●

●

●

●

● ●
●

●

●

●●●
●
●
●
●
●
●
●
●

●

●

●

●

●
●
●●●

●

●

● ●
●

●

●

●

0.00

0.25

0.50

0.75

1.00

0 2500 5000 7500
k.titration

pe
rc

en
t.a

cc
ur

ra
te

algo
●

●

pca

tsne

KNN fidelity of low−D embeddings

Local
Structure

Global
Structure



Local t-SNE fidelity sets guidelines for t-SNE 
clustering and gating



How consistent is one t-SNE run from 
another?

• Run t-SNE many times

• Determine visual similarity of t-SNE maps

• Determine global KNN similarity of t-SNE maps
• Determine local KNN similarity of t-SNE maps



No two t-SNE maps are the same
Run 1 Run 2 Run 3 Run 4



How consistent is one t-SNE run from 
another: KNN inspection
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How consistent is one t-SNE run from 
another: KNN inspection



Summary 2

• t-SNE fidelity can be probed using KNN across a wide range of sizes
• t-SNE preserves local structure at the expense of global structure, 

with local 

• t-SNE preserves particular regions more rigorously than others, and 
this can be used to guide any t-SNE based gating or clustering strategy

• t-SNE preserves local structure with roughly 60-80% consistency, 
while global island positions are jumbled across runs



Conclusion: the structure of innovation

Bleeding edgeTried and true

Yayy!




